
  
 

  
 

UBT College 

       
 

 

 

 GENERATIVE ARTIFICIAL 

INTELLIGENCE USE POLICY 

FRAMEWORK  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Prishtina, 26.01.2024 

 



  
 

  
 

 

 

 

TABLE OF CONTENTS 
 

TABLE OF CONTENTS .............................................................................................................................. 2 

1. GENERAL TRENDS .................................................................................................................. 3 

2. STUDENT USE OF GENERATIVE USE GLOBALLY ........................................................ 3 

2. FACULTY USE GLOBALLY ................................................................................................... 4 

3. GENAI POLICY MAKING AT HIGHER EDUCATION – CURRENT SITUATION ...... 5 

4. EXISTING POLICIES ON AI AND FUTURE DEVELOPMENTS ..................................... 5 

6. EXISTING POLICIES ON AI IN EDUCATION .................................................................... 6 

7. COLLEGE UBT POLICY FRAMEWORK ON USE OF GENERATIVE AI IN 
TEACHING, LEARNING, ADMINISTRATION, AND RESEARCH ......................................... 7 

9. POLICY GUIDELINES ON GEN AI IN TEACHING, ASSESSMENT, AND 
RESEARCH ........................................................................................................................................ 9 

 

 

 

 

 

 

 

 

 

 

 



  
 

  
 

1. GENERAL TRENDS 

Between March and September 2023, there has been a significant surge in the adoption of 
Generative AI (GenAI) tools within the educational sector. Notably, usage among faculty has 
increased to 22%, while nearly half (49%) of students are utilizing these tools. This marks a 
considerable growth in faculty engagement since March 2023, although student usage remains 
higher. A survey indicates that 50% of students perceive GenAI tools positively in terms of their 
impact on learning, a sentiment less shared by faculty, whose skepticism has somewhat diminished 
from 50% in spring to 39% in fall. This change suggests an increasing faculty openness to the 
potential benefits of GenAI in education (Tyton Partners, 2023) 

Moreover, both faculty and students recognize the relevance of GenAI tools for professional 
success. A significant majority of faculty members utilizing AI believe that proficiency in these 
tools is essential for students’ future careers. Approximately 55% of students who use GenAI also 
acknowledge its necessity for professional achievement. Despite some instructors questioning the 
utility of GenAI in learning, there is a consensus on its importance for future job preparedness. 
This scenario calls for intervention by educational leaders and technology providers to reconcile 
these varying perspectives (Tyton Partners, 2023). 

2. STUDENT USE OF GENERATIVE AI GLOBALLY 

Students utilizing Generative AI (GenAI) tools are finding them beneficial for both their current 
academic pursuits and future career readiness. The expectation is that as students continue to 
exchange tips and strategies for GenAI use, there will be an accelerated development in the 
sophistication of these applications. 

According to a recent survey, students who use GenAI sporadically (monthly or weekly) primarily 
apply these tools to specific educational tasks. The most common uses among these students 
include summarizing or paraphrasing text, understanding complex concepts, and organizing 
schedules. On the other hand, students who use GenAI daily demonstrate a more diverse range of 
applications, extending beyond academic needs to include non-academic activities. This trend 
suggests that daily GenAI users view these tools as integral to their overall efficiency, not merely 
as academic aids (Tyton Partners, 2023). 

The survey lists the top ten use cases for student learning via GenAI. Among daily users, the 
leading uses are understanding difficult concepts, summarizing or paraphrasing text, and 
organizing schedules. For non-daily users, the top uses are similar but also include assisting with 
writing assignments and answering homework questions. Additionally, students are using GenAI 
for practical purposes like preparing resumes and job applications, as well as generating materials 
for study and presentation preparation. This mix of academic and practical applications indicates 
a growing maturity in how students are integrating GenAI tools into their daily routines, 
recognizing their potential to streamline both learning and non-academic tasks (Tyton Partners, 
2023). 



  
 

  
 

3. FACULTY USE GLOBALLY 

Faculty Usage of GenAI Tools: 

 Only 22% of faculty members are currently using GenAI tools. Their primary motivation 
is to understand how students interact with these tools and to instruct students on their 
effective use (Tyton Partners, 2023). 

 Faculty also believe that GenAI skills will be essential for students' future professional 
success. This belief drives their efforts in educating students about GenAI (Ibid). 

Applications of GenAI in Faculty Activities: 

 Faculty members are incorporating GenAI tools in their teaching and administrative tasks. 
This includes creating class activities, writing syllabi, developing rubrics and assessments, 
adapting text, responding to student queries, and assisting in grading student work(Tyton 
Partners, 2023).. 

 However, this integration is not yet widespread (Tyton Partners, 2023). 
 

Faculty's Attitudes towards Students' GenAI Use: 

 Most faculty who use AI are open to students using these tools for brainstorming ideas, 
outlining structures, and editing writing assignments (Tyton Partners, 2023). 

 About 20% of AI-using faculty allow students to use GenAI even for drafting small parts 
or the first drafts of entire assignments (Tyton Partners, 2023). 

Comparison of Faculty and Student Use of GenAI: 

 There is a discrepancy between the extent of GenAI usage by faculty and students. Only a 
small percentage of faculty (2% of non-users and 6% of AI users) permit extensive use of 
GenAI for writing large parts of assignments. In contrast, 27% of AI-using students report 
using GenAI for significant portions of their writing assignments (Tyton Partners, 2023). 

 Almost half of the AI-using students utilize these tools for writing smaller sections of their 
assignments, exceeding the limits set by most faculty members (Tyton Partners, 2023). 

Faculty Thresholds for GenAI Use in Writing: 

 Despite allowing GenAI for various purposes, faculty have clear limits regarding its use in 
coursework, especially in writing. Short answer questions and essays are common 
assessment techniques, used by 61% and 45% of faculty, respectively (Tyton Partners, 
2023). 



  
 

  
 

 .When employing AI detection tools, faculty typically allow up to 30% of content to be 
AI-generated in student work before raising concerns about academic integrity. This 
threshold is slightly higher for faculty who use AI themselves (Tyton Partners, 2023). 
 

4. GENAI POLICY MAKING AT HIGHER EDUCATION – CURRENT SITUATION 

The survey conducted by Tyton Partners sponsored by Turnitin explores the current status of 
institutional policy-making regarding Generative AI (GenAI) tools in higher education. The 
summary of the survey answers are presented below: 

1. Institutional Policy-Making on GenAI Tools: 
 Policies regarding the use of GenAI tools are mainly established at the institutional level 

(25%) and at the individual course level (21%). 
 Faculty who use AI are more inclined to regulate the use of GenAI (57%) compared to 

those who do not use AI (45%). Furthermore, AI-using faculty are less likely to ban GenAI 
tools (7%) in contrast to 23% of non-AI-using faculty. This suggests that faculty with 
firsthand experience of GenAI tend to have a more nuanced understanding of its potential 
benefits for learning. 
 

2. Policy-Making Trends by Institution Type: 
 Private 4-year institutions are more inclined to delegate GenAI policy decisions to 

individual faculty at the course level (32% compared to 21% overall). 
 In 2-year institutions, the presence of GenAI policies is generally lower. 

 
3. Comparison of Policy Adoption with Student Usage: 

 There's a noticeable lag in policy-making compared to the pace of student adoption of 
GenAI tools. This delay in systematic policy development concerning AI in education has 
been highlighted by the WICHE Cooperative for Educational Technologies (WCET). 

 Current policies mainly focus on academic integrity issues. However, there are concerns 
that these policies do not adequately address other critical aspects, such as bias in large 
language models and the lack of accessibility features (e.g., text-to-speech for visually 
impaired users). 
 

4. Need for Enhanced Policies and Collaboration: 
 The findings indicate a need for more comprehensive and inclusive GenAI policies. It also 

suggests a necessity for collaboration and knowledge sharing among institutions to develop 
well-rounded policies that address various facets of GenAI usage in education. 
 

5. EXISTING POLICIES ON AI AND FUTURE DEVELOPMENTS 

AI's expansion into various sectors raises concerns about risks such as discrimination, privacy loss, 
human rights violations, and malicious use (AI regulation, 2023; WEF, 2023; Greiman, 2021; 
Hogenhout, 2021). Misuse of AI could lead to societal manipulation, division, and inequality 
(Federspiel et al., 2023). In response to these risks, countries are developing policies to guide AI 



  
 

  
 

usage, focusing on maximizing benefits and mitigating threats. National strategies primarily 
address AI's ethical aspects, which involve standards of right and wrong (Hogenhout, 2021). 

In this regard, Floridi (2021) proposes five core ethical principles for AI use: beneficence, non-
maleficence, autonomy, justice, and explicability. In this regard, Nordic countries' adopted AI 
strategies that emphasize various ethical principles as foundational (Dexe & Franke, 2020). 
Furthermore, Singapore's AI governance framework stresses explainable, transparent, and fair AI 
usage and human-centric solutions (IMDA & PDPC, 2020). Nonetheless, UNESCO guidelines 
focus on human-centered AI, advocating for adherence to human rights and values stated in the 
UDHR (UNESCO, 2021b, 2023). Finally, the EU's AI strategy underlines a human-centric 
approach, establishing pillars for AI trustworthiness and forming an expert group for policy 
recommendations (Renda, 2020). 

There are several challenges related to implementation of AI policies as presented below: 

 Defining universal ethical principles is challenging, hindering policy formulation (Dexe & 
Franke, 2020). 

 The broad impact of AI in various sectors, from governance to education, complicates 
specific policy development (UNESCO, 2021b). 

 Singapore's framework suggests flexibility in applying model frameworks or ethical 
guidelines according to specific situations (IMDA & PDPC, 2020). 

Therefore, the future directions on policy development will revolve around:  

 Ongoing national and international efforts focusing on legal and ethical principles (AI 
regulation, 2023; UNESCO, 2023). 

 Current principles being predictive and prescriptive, await validation through real-time AI 
implementation (Chatterjee, 2020). 

 Establishing institutional support systems is necessary for effective AI management 
(Renda, 2020). 
 

6. EXISTING POLICIES ON AI IN EDUCATION 

The integration of Artificial Intelligence (AI) in education, ongoing since the 1970s, is widespread 
across various educational contexts today. AI technologies are used in personalized learning 
applications, assessments, and administrative systems (Al Braiki et al., 2020; Schiff, 2022; 
UNESCO, 2021a). However, the application of AI in education has raised several concerns 
including changes in assessment and curriculum design, equal access to technology, redefinition 
of teacher roles, and technological infrastructure challenges in emerging economies (Pelletier et 
al., 2022; Popenici & Kerr, 2017; Swiecki et al., 2022; TEQSA, 2023; UNESCO, 2021a). 

AI education policies focus on issues such as digital literacy to prevent inequalities (Southgate, 
2020; UNESCO, 2021b), maintaining traditional teaching values (Luan et al., 2020; UNESCO, 
2021b), ensuring inclusivity and equity (Tanveer et al., 2020; UNESCO, 2021a), developing 



  
 

  
 

teacher competencies (Ocaña-Fernández et al., 2019; Wang et al., 2021), and providing student 
training in relevant skills (Pelletier et al., 2022; UNESCO, 2021a). However, policies on AI in 
education are generally broad and implicit due to a lack of concrete implementation evidence 
(UNESCO, 2021a). Schiff (2022) observed that global AI policy discourse often views education 
as a tool for workforce development rather than addressing AI’s role in education. There is a lack 
of attention to AI scholarship and governance in current literature (Gellai, 2022) and a limited 
public understanding of AI policy implications (Feldstein, 2019). 

To this end, the UNESCO framework emphasizes a humanistic approach, focusing on human 
rights, skill development, and effective human-machine collaboration (UNESCO, 2021a). Key 
recommendations from UNESCO include interdisciplinary planning, equitable and ethical AI use, 
developing a master plan for AI in education management, pilot testing and evaluation, and 
fostering local AI innovations (UNESCO, 2021a).  

7. COLLEGE UBT POLICY FRAMEWORK ON USE OF GENERATIVE AI IN 
TEACHING, LEARNING, ADMINISTRATION, AND RESEARCH 

The UBT Policy on Generative AI for education encompasses three key dimensions: Pedagogical, 
Governance, and Operational, each focusing on different aspects of AI integration in university 
settings: 

1. Pedagogical Dimension (Teachers): 

This dimension addresses the teaching and learning aspects of AI integration. 

 Key areas include rethinking assessments, developing holistic student competencies, 
preparing students for AI-driven workplaces, and encouraging balanced AI adoption. 

 Teachers are responsible for designing AI-inclusive curricula and fostering ethical AI 
usage among students. 
 

2. Governance Dimension (Senior Management): 

This dimension involves governance considerations like academic misconduct, data privacy, and 
ethical dilemmas related to AI. 

 Key focus areas are understanding and preventing academic misconduct, addressing 
governance issues like data privacy, attributing AI technologies, and ensuring equitable AI 
access. 

 Senior management is tasked with developing policies and guidelines that address these 
ethical concerns. 

 



  
 

  
 

3. Operational Dimension (Teaching, Learning, and IT Staff): 

This dimension concentrates on the practical aspects of AI implementation. 

 It includes monitoring AI implementation, providing AI literacy training, and offering 
support. 

 Teaching and IT staff manage and maintain AI technologies, ensuring seamless integration 
into educational environments. 

 The framework emphasizes collaboration among stakeholders, including universities, 
teachers, students, staff, and external bodies, for successful AI policy implementation. It 
aims to ensure responsible and ethical AI usage while maximizing its benefits. 
 

4. Digital Literacy and AI Ethics Education: 
 Development of comprehensive digital literacy curriculum that includes AI ethics, 

focusing on responsible use, understanding biases in AI, and recognizing the limitations of 
AI tools. 

 Mandatory training modules for both students and faculty on ethical AI usage, data privacy, 
and recognizing AI-generated content. 
 

5. Academic Integrity Guidelines: 
 Adoption of clear guidelines on the use of GenAI tools in academic work, detailing what 

constitutes acceptable and unacceptable use. 
 Implementation of AI detection tools to identify AI-generated content in student 

submissions, while educating students on the importance of originality and intellectual 
property. 
 

6. Faculty Development Programs: 
 Regular professional development workshops for faculty to keep them abreast of the latest 

GenAI advancements and their pedagogical applications. 
 Encouragement of faculty experimentation with GenAI tools in curriculum development, 

research, and assessment design. 
 

7. Student-Centered AI Learning Tools: 
 Integration of AI tools that support personalized learning, offering tailored educational 

experiences based on individual student needs and learning styles. 
 Pilot projects to test the effectiveness of AI tools in enhancing learning outcomes in various 

disciplines. 
 

8. Equitable Access to AI Resources: 
 Ensuring all students, regardless of socio-economic background, have access to necessary 

AI tools and technologies. 
 Provision of training and support to ensure equitable digital competencies among students. 

 



  
 

  
 

9. POLICY GUIDELINES ON GEN AI IN TEACHING, ASSESSMENT, AND 
RESEARCH 

The College UBT encourages the critical and ethical use of AI tools in academic work, 
emphasizing the importance of original thought and analysis. 

Guidelines for Professors 

1. Adoption in Course Design: 
 Professors must provide clear guidelines in the syllabus regarding the permissible use 

of GenAI in their courses. 
 

2. Assessment Policy: 
a. Design of assignments and essays in the way that require critical thinking, reducing 

the potential for GenAI to replace student effort. 
b. Reduce the descriptive method in essays and writing assignments. Use critical 

essays and ask from students to defend their papers and assignments in class; 
c. GenAI can be used by students as a tutor for complex problem-solving. Professors 

should provide harder problem solving sets bearing in mind that students can use 
Ai tutorship to solve problems both in social and exact sciences; 

3. Research Guidelines: 
 If used for a part of research, both students and professors must transparency and proper 

citation adhering to standards of academic integrity of appropriate journal and 
publishing house. 

For Students: 

1. Use in Academic Work: 
 Must cite any use of GenAI in assignments, as per the specific course policy. The 

permissible yse of AI in writing assignments can be from 0-20 %/ 
 Prohibited from using GenAI to substantially complete assignments or exams. 
 Use of more than 20 % of GenAI content shall be considered as plagiarism and be 

subject to ethical procedures as per the Code of Ethics of College UBT. 
 Students are allowed to use AI tools for study purposes, such as creating study guides 

or understanding difficult concepts, in accordance with course policies. 
 Misuse of AI tools in a manner that substitutes genuine engagement with coursework 

is discouraged. 
 Students must acknowledge and cite any use of AI tools in their assignments, 

including the nature of the assistance received. 
 A citation convention should be used as per Regulation of UBT on Bachelor and Master 

Thesis; 

Policies and guidelines on AI tool usage at UBT will be periodically reviewed and updated in 
response to the evolving landscape of AI technologies. 
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